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ASYMMETRIC MODULATION FOR
HIGH-RELIABILITY 5G COMMUNICATIONS

PRIORITY CLAIMS AND RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 63/113,420, entitled “Wireless
Modulation for Mitigation of Noise and Interference”, filed
Nov. 13, 2020, and U.S. Provisional Patent Application No.
63/151,270, entitled “Wireless Modulation for Mitigation of
Noise and Interference”, filed Feb. 19, 2021, and U.S.
Provisional Patent Application No. 63/157,090, entitled
“Asymmetric Modulation for High-Reliability 5G Commu-
nications”, filed Mar. 5, 2021, and U.S. Provisional Patent
Application No. 63/159,195 entitled “Asymmetric Modula-
tion for High-Reliability 5G Communications”, filed Mar.
10, 2021, and U.S. Provisional Patent Application No.
63/159,238 entitled “Selecting a Modulation Table to Miti-
gate 5G Message Faults”, filed Mar. 10, 2021, and U.S.
Provisional Patent Application No. 63/159,239 entitled
“Artificial Intelligence for Predicting 5G Network Perfor-
mance”, filed Mar. 10, 2021, all of which are hereby
incorporated by reference in their entireties.

FIELD OF THE INVENTION

Disclosed herein are systems and methods for transmit-
ting wireless messages, and more specifically for modulat-
ing wireless signals in 5G to mitigate noise and interference,
selecting a particular modulation table, and using Al (arti-
ficial intelligence) methods to mitigate observed faults.

BACKGROUND OF THE INVENTION

In wireless networking, noise and interference are always
present. Often noise and/or interference are the limiting
factors in messaging reliability. Noise also affects through-
put by forcing frequent retransmit requests, backoff delays,
and dropped messages. With the opening of higher frequen-
cies in 5G and future 6G systems, phase noise is expected to
be increasingly problematic. The rapid proliferation of wire-
less users, including machine-type nodes in high-density
environments, is expected to make the interference problem
exponentially worse. What is needed is means for mitigating
noise and interference while providing improved throughput
and reliability suitable for the high multi-GHz frequency
bands and the extremely high spatial density of nodes in the
next generation of wireless networking.

Various attempts have been made to address the above
issues. An article by Kim and Lee (Optics Communications
474 (2020) 126084) mentions non-square modulation tables
in the context of optical fiber communications. Their attempt
includes various odd-bit-number modulation tables such as
512QAM, which encodes 9 bits, but is otherwise standard
(and square). An article by Lee et al (IEEE Transaction on
Broadcasting (2017) DOI: 10.1109/TBC.2016.2619583)
mentions non-square modulation, but in the context of
DOCSIS (Data Over Cable Service Interface Specification),
which is entirely different from 5G wireless RF messaging.
And similar to the Kim-Lee article, the article refers to
512QAM and the like. A U.S. Pat. No. 10,158,451 to
Arambepola et al purports to provide a way to map bit
streams to modulated symbols, and includes mixtures of
tables. Referring to QAM?2048, the reference terms the same
“non-square”, but in fact it has square symmetry. In short,
these all have square symmetry. Finally, a US Patent Appli-
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2

cation 2016/0337081 to Jung et al is directed to figuring out
an unknown modulation table by looking at an incoming
signal. All of these references are deficient in providing the
type of high-speed high-reliability wireless messaging nec-
essary for today’s communications.

This Background is provided to introduce a brief context
for the Summary and Detailed Description that follow. This
Background is not intended to be an aid in determining the
scope of the claimed subject matter nor be viewed as
limiting the claimed subject matter to implementations that
solve any or all of the disadvantages or problems presented
above.

SUMMARY OF THE INVENTION

Responsive to the problems listed above, systems and
methods presented below can provide network operators
with a range of modulation solutions that enable nuanced
and fine-grained mitigation of message failure modes. While
prior-art modulation tables generally allow only large-step
responses to transmission faults, such as dropping from
256QAM to 64QAM or 16QAM, asymmetric modulation
tables according to present principles can offer more precise
adjustment of noise margins using modulation tables con-
figured to mitigate specific failure modes, and thereby avoid
costly retransmission, signal corruption, and dropped mes-
sage issues. Means (including Al means) for selecting
among available modulation tables, adjusting or optimizing
a table according to observed message fault types, and
predicting network performance according to a selected
modulation table, are also detailed below.

In a first aspect, a method for modulating symbols of a
wireless message comprises: modulating symbols of a wire-
less message using a modulation table comprising an array
of integer Nstates modulation states, the Nstates including
integer Namp amplitude levels and integer Nphase phase
levels, a particular one iNstates of the Nstates modulation
states being defined by an amplitude level iNamp and a
phase level jNphase; modulating each symbol of the wire-
less message according to the corresponding amplitude level
and phase level of the states of the modulation table; and
transmitting the modulated symbols from a first device to a
second device, wherein the modulation table has one or
more properties selected from the following group: the
modulation table is configured to violate square symmetry;
the modulation table is non-square; Namp is not equal to
Nphase; a number of rows or a number of columns differs in
the modulation table before and after a 90° rotation of the
table; one or more of the states has been declared invalid and
not used for modulation; Nstates is an integer other than a
power of 2; the amplitude levels or phase levels are spaced
apart nonuniformly.

In a second aspect, a data structure is stored in a non-
transitory computer readable medium, the data structure
forming a modulation table for use in modulating symbols of
a wireless message, the modulation table including an array
of Nstates modulation states, the Nstates including Namp
amplitude levels and Nphase phase levels, a particular one
iNstates of the Nstates modulation states being defined by an
amplitude level iNamp and a phase level iNphase, wherein
the modulation table has one or more properties selected
from the following group: the modulation table is configured
to violate square symmetry; the modulation table is non-
square; Namp is not equal to Nphase; a number of rows or
a number of columns differs in the modulation table before
and after a 90° rotation of the table; Nstates is not a power
of 2; the amplitude levels are spaced non-uniformly; the
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phase levels are spaced non-uniformly; at least one of the
states is declared invalid and not used for modulation.

In a third aspect, a modulation table is for modulating
symbols of a wireless message, the modulation table com-
prising Namp amplitude levels, Nphase phase levels, and
Nistates states, each state defined by one of the amplitude
levels and one of the phase levels, respectively, wherein:
Namp and Nphase are configured to cause a rate of adjacent-
amplitude faults to equal a rate of adjacent-phase faults: an
adjacent-amplitude fault comprises a symbol modulated at a
first amplitude level and demodulated at a second amplitude
level adjacent to the first amplitude level; an adjacent-phase
fault comprises a symbol modulated at a first phase level and
demodulated at a second phase level adjacent to the first
phase level; and equal means the same within a predeter-
mined value which is 10%, 25%, or 50% of each of the rates.

In a fourth aspect, a wireless network comprises a base
station and a plurality of user nodes configured to transmit
wireless messages modulated according to a modulation
table comprising Nstate modulation states, each state being
modulated according to a particular amplitude level of
Namp amplitude levels and a particular phase level of
Nphase phase levels, wherein: the Nstates comprise a two-
dimensional Namp by Nphase array; the array has 180-
degree rotational symmetry and does not have 90-degree
rotational symmetry; and the 180-degree rotational symme-
try comprises an isomorphism after rotation of the array by
180 degrees and the 90-degree rotational symmetry com-
prises an isomorphism after rotation of the array by 90
degrees.

In a fifth aspect, a method for selecting a resultant
modulation table comprises: receiving a first message and
determining that the first message is faulted; receiving a
second message subsequent to the first message; determin-
ing that the second message is not faulted, wherein each of
the first and second messages includes a respective plurality
of sequential symbols modulated according to an initial
modulation table; comparing corresponding symbols of the
first and second messages; determining a modulation differ-
ence between a particular symbol of the first message and a
corresponding symbol of the second message; and selecting,
based at least in part on the modulation difference, the
resultant modulation table.

In a sixth aspect, a method for selecting a new modulation
table, different from a current modulation table, comprises:
receiving a faulted message, the faulted message modulated
using a current modulation table; receiving a non-faulted
message; comparing each symbol of the faulted message
with a corresponding symbol of the non-faulted message;
determining at least one symbol of the faulted message that
differs from the corresponding symbol of the non-faulted
message; determining whether the differing symbols are
modulated according to: respective members of adjacent
amplitude levels; respective members of adjacent phase
levels; respective members of a high-amplitude portion of
the current modulation table; and respective members of a
low-amplitude portion of the current modulation table.

In a seventh aspect, a method for adjusting a particular
amplitude level in a modulation table having Namp ampli-
tude levels and Nphase phase levels and Nstates states, each
state determined by one of the amplitude levels and one of
the phase levels respectively, comprises: varying the par-
ticular amplitude level while keeping at least two other
amplitude levels unchanged.

In an eighth aspect, a wireless network comprises a base
station and a plurality of user nodes configured to transmit
and receive wireless messages comprising symbols modu-
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lated according to a current modulation table, wherein the
base station is configured to: detect a message failure;
determine one or more symbol modulation faults in the
failed message; determine a modulation fault type for each
symbol modulation fault by comparing symbols of the failed
message with symbols of a corresponding successful mes-
sage; and select a new modulation table according to the
modulation fault type or types so detected.

In a ninth aspect, a method for predicting a network
performance parameter, the method comprises: using, in a
computer, an artificial intelligence array comprising a plu-
rality of input parameters, an output parameter, and a
plurality of intermediate functions, each intermediate func-
tion depending functionally on one or more of the input
parameters, and wherein the output parameter depends func-
tionally on the intermediate values; measuring a number
Famp of adjacent-amplitude faults involving adjacent ampli-
tude levels of a modulation table, a number Fphase of
adjacent-phase faults involving adjacent phase levels of the
modulation table, and a number Fnonadjacent of non-adja-
cent faults involving non-adjacent amplitude or phase levels
of'the modulation table; setting three of the input parameters
according to Famp, Fphase and Fnonadjacent; setting at
least one additional input parameter according to the modu-
lation table; predicting, with the artificial intelligence struc-
ture, a predicted output parameter; comparing the predicted
output parameter with a measured network performance
parameter; and if the predicted output parameter disagrees
with the measured network performance parameter, adjust-
ing one or more of the intermediate functions to cause the
predicted output parameter to agree more closely with the
measured network performance parameter.

In a tenth aspect, an artificial intelligence (Al) mathemati-
cal structure comprises: a plurality of input parameters
comprising one or more wireless message fault rates and one
or more parameters of a modulation table; a plurality of
intermediate functions configured to perform calculations
based at least in part on the input parameters; and one or
more output parameters functionally related to the interme-
diate functions, the output parameters comprising a network
performance parameter.

In an eleventh aspect, an algorithm is configured to take,
as input, a particular modulation table of a set of modulation
tables, and a message failure rate, and to provide, as output,
a predicted message throughput, a predicted message failure
rate, a predicted average delay per message, or combinations
thereof.

In a twelfth aspect, an algorithm for selecting a selected
modulation table, comprising: one or more input parameters
comprising a message fault rate; one or more output param-
eters comprising a predicted network performance param-
eter.

Systems and methods according to present principles
provide improved and optimized techniques and devices for
high-speed communications. In contrast to those of the prior
art, systems and methods according to present principles
employ asymmetric or non-square modulation tables in 5G
wireless RF messaging, which are termed and defined in
various ways described below, and which provide for par-
ticularly enhanced high-speed communications. For
example, in contrast to certain of the prior art, certain
arrangements of systems and methods according to present
principles assume that the base station and the user node
already agree as to which modulation table is in use, and thus
there is no need to determine it from the received signal.
There is, on the other hand, need for selecting an appropriate
modulation table, from available modulation tables, and for
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adjusting or optimizing tables, to mitigate observed fault
modes. Al systems and methods presented herein can assist
in such selecting, adjusting, and optimizing.

This Summary is provided to introduce a selection of
concepts in a simplified form. The concepts are further
described in the Detailed Description section. Elements or
steps other than those described in this Summary are pos-
sible, and no element or step is necessarily required. This
Summary is not intended to identify key features or essential
features of the claimed subject matter, nor is it intended for
use as an aid in determining the scope of the claimed subject
matter. The claimed subject matter is not limited to imple-
mentations that solve any or all disadvantages noted in any
part of this disclosure.

These and other embodiments are described in further
detail with reference to the figures and accompanying
detailed description as provided below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a schematic showing a square-symmetric modu-
lation table according to prior art.

FIG. 2 is a schematic showing a square-symmetric modu-
lation table including noise contours and certain fault con-
ditions, according to prior art.

FIG. 3 is a schematic showing an exemplary embodiment
of an asymmetric modulation table in which the number of
phase levels is different from the number of amplitude
levels, according to some embodiments.

FIG. 4 is a schematic showing an exemplary embodiment
of an asymmetric modulation table in which the number of
amplitude levels is an integer other than a power of two,
according to some embodiments.

FIG. 5 is a schematic showing an exemplary embodiment
of'an asymmetric modulation table with non-uniform ampli-
tude level spacing, according to some embodiments.

FIG. 6 is a schematic showing an exemplary embodiment
of an asymmetric modulation table in which some of the
states are invalid, according to some embodiments.

FIG. 7 is a schematic showing an exemplary embodiment
of'an asymmetric modulation table having both non-uniform
amplitude levels and invalid states, according to some
embodiments.

FIG. 8 is a flowchart showing an exemplary embodiment
of a method for analyzing faulted messages, according to
some embodiments.

FIG. 9 is a schematic representation of exemplary sym-
bols in faulted and unfaulted messages illustrating fault
types, according to some embodiments.

FIG. 10 is a graphic indicating exemplary mitigation
options for mitigating certain message fault types, according
to some embodiments.

FIG. 11 is a flowchart showing an exemplary embodiment
of a method for selecting a modulation table based on
analysis of faulted messages, according to some embodi-
ments.

FIG. 12 is a schematic showing an exemplary embodi-
ment of an asymmetric modulation table with an adjustable
amplitude level, according to some embodiments.

FIG. 13 is a flowchart showing an exemplary embodiment
of'a method for adjusting an adjustable level in a modulation
table, according to some embodiments.

FIG. 14 is a flowchart showing an exemplary embodiment
of' a method for predicting network performance, according
to some embodiments.
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FIG. 15 is a schematic showing elements of an exemplary
embodiment of an Al structure, according to some embodi-
ments.

FIG. 16 is a flowchart showing an exemplary embodiment
of a method for selecting a particular modulation table,
according to some embodiments.

FIG. 17 is a schematic showing an exemplary embodi-
ment of a modulation table with variable amplitude level
spacings, according to some embodiments.

FIG. 18 is a flowchart showing an exemplary embodiment
of a method for adjusting a variable amplitude level of a
modulation table, according to some embodiments.

Like reference numerals refer to like elements throughout.

DETAILED DESCRIPTION

Systems and methods are disclosed herein (the “systems”
and “methods”, also occasionally termed “embodiments™ or
“arrangements”, generally according to present principles)
that can provide urgently needed protocols to mitigate noise
and interference in 5G wireless networking by providing
modulation options, particularly amplitude and phase modu-
lation tables, beyond those currently available. The systems
and methods also include means, including Al (artificial
intelligence) means, for predicting network performance
according to the modulation scheme in use, for selecting a
modulation scheme according to message faults observed,
and for optimizing the performance of particular modulation
schemes, based on message failure modes.

Widely used modulation options in 5G include 16QAM,
64QAM, 256QAM, and 1024QAM wherein the indicated
number is the number of distinct modulation states in a
modulation table, and QAM stands for quadrature amplitude
modulation (that is, modulation of both phase and ampli-
tude). Such modulation tables indicate how the amplitude
and phase of a wireless signal may be modulated to encode
digital information. The wireless message consists of
sequential modulated “symbols”, each symbol being a
period of uniformly modulated signal at a particular fre-
quency and time. For example, 16QAM has 16 distinct
modulation states, formed by four amplitude levels and four
phase levels being applied simultaneously to an RF (radio-
frequency) wave. Likewise 256QAM has 16 amplitude
levels and 16 phase levels, which when combined form 256
distinct modulation states, and 1024QAM with 32 phase and
amplitude levels forming 1024 distinct states. Symbolically,
the number of amplitude levels may be represented as
Namp, the number of phase levels is Nphase, and (Nampx
Nphase)=Nstates is the number of phase-amplitude combi-
nations or states in the table, each of which is a modulation
state. More generally, the modulation table may be a data
structure, such as an array stored in a computer readable
medium, used for modulating symbols of a transmitted
message. Each of the prior-art modulation tables is “sym-
metric” or “square-symmetric”. A symmetric array, as used
herein, is a two-dimensional array that, when rotated by 90
degrees, remains isomorphic (same shape) as the original.
Moreover, each of these modulation tables has an equal
number of amplitude levels and phase levels
(Namp=Nphase), the various amplitude levels are evenly or
uniformly spaced apart when specified in some units, the
phase levels are equally spaced apart, the number of distinct
modulation states in the table is equal to the product of the
number of amplitude levels times the number of phase
modulation levels, and each of the distinct states is a valid
amplitude-phase modulation state for modulating each sym-
bol of the message. In addition, the number of levels (Namp
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or Nphase) is a power of 2 and the number of states Nstates
is a power of 4. More specifically, the number of amplitude
or phase levels is 2V, where N=2, 3, 4, 5 for 4, 8, 16, 32
levels respectively. The number of valid states is equal to the
number of states which is 2°*=4%=16, 64, 256, 1024 for
N=2, 3, 4, 5 respectively. Each state can encode a number of
binary bits equal to the logarithm, in base 2, of the number
of states, or log,(2*™)=2N. Thus the number of bits per
symbol in a symmetrical modulation table is 4, 6, 8, 10 for
N=2, 3, 4, 5 respectively. Modulation tables with larger
numbers of distinct states are thus able to convey informa-
tion faster than smaller modulation tables, by encoding more
bits per symbol. However, larger tables are usually more
susceptible to noise and interference, due to the reduced
separation between modulation states. The effect of noise
may be greatest for the lowest amplitude modulation states
since these are generally the states with the lowest SNR
(signal-to-noise ratio). Network operators may be forced to
use higher transmission power than otherwise necessary, to
overcome demodulation faults which may be concentrated
in the lowest-amplitude modulated signal states. In addition,
phase noise becomes an increasing problem at high frequen-
cies, especially at the multi-GHz frequencies planned for 5G
and beyond. Noise and interference may result in frequent
transmission faults, leading to message failures with subse-
quent delays and retransmission attempts. Wireless networks
may therefore be forced to use lower degrees of modulation
to regain reliable message transmission at high frequencies.

Amplitude is generally specified in volts or microvolts,
alternatively in watts or microwatts or dB (decibels), and
phase in degrees or radians. In 5G systems, the received
amplitude levels are compared to DMRS (demodulation
reference signal) symbols, or the like, which serve as
amplitude calibrations. Phase measurements on the received
signal are compared to PTRS (phase tracking reference
signal) messages, or the like, that calibrate the phase. When
discussing symmetry, it is convenient to normalize the
amplitude levels and phase levels of a modulation table, so
that the plotted values are unitless and range from O to 1. For
example, if the allowed amplitude levels are {Vmin, V2,
Vn, . .. Vmax}, then the corresponding normalized ampli-
tude value An for level number “n” may be An=(Vn-Vmin)/
(Vmax-Vmin) which is unitless and ranges from O to 1.
Likewise the phase values may be {Dmin, D2, Dn . . .
Dmax} and the corresponding normalized phase values Pn
may be Pn=(Dn-Dmin)/(Dmax-Dmin). In summary, sym-
metric modulation tables generally have the same number of
amplitude levels and phase levels, and the number of such
levels is a power of 2, the levels are equally spaced, and all
states in the table are valid.

Disclosed herein are “asymmetric” modulation tables that
can, in some implementations, enable network operators to
mitigate particular noise problems in real-time, according to
some embodiments. An “asymmetric” array, as used herein,
is an array that violates square symmetry in that it is not
isomorphic to its 90-degree rotation. For example, a “rect-
angular” array has 180-degree rotation symmetry, but not
90-degree rotation symmetry. Exemplary asymmetric modu-
lation tables, discussed below, are characterized by at least
one of: (1) the number of phase levels is different from the
number of amplitude levels; (2) the number of amplitude
levels is an integer other than a power of two; (3) the number
of phase levels is an integer other than a power of two; (4)
the number of states in the modulation table is an integer
other than a power of two; (5) the spacing of the phase levels
is non-uniform; (6) the spacing of the amplitude levels is
non-uniform; (7) at least one of the modulation states in the
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table is invalid or unavailable for modulation; and (8)
combinations thereof. The number of valid states is Nvalid
and the number of invalid states is Ninvalid. Since every
state is either valid or invalid, the total number of states
equals the valid plus invalid states: Nstates=Nvalid+Nin-
valid. In some cases it is informative to determine whether
errors occur primarily in a low amplitude region of the
modulation table or a high amplitude region, or uniformly
throughout the table. A dividing line between the low and
high amplitude regions may be a midpoint among the
amplitude levels, or elsewhere. In this case, every state is
either a low amplitude or a high amplitude state. The number
of low amplitude states Nlow plus the number of high
amplitude states Nhigh then equals the number of total states
in the table, Nlow+Nhigh=Nstates=NampxNphase.

An asymmetric modulation table, according to some
embodiments, may include a number of amplitude levels
different from the number of phase levels; the numbers of
amplitude and phase levels can be any integer, including
integers other than powers of 2; the amplitude level spacing
can be non-uniform and the phase level spacing can be
non-uniform; and some of the states of the table may be
invalid (that is, not used for modulating symbols) whereas
other states may be determined as “valid” and legal for
modulation. Amplitude levels are “non-uniformly spaced” if
the separations between the various amplitude levels differ
by more than a predetermined limit, such as 1% or 5% or
10% or 25% or 50% of each separation, for example.
Asymmetric or non-square-symmetric modulation tables
can provide valuable options enabling network operators to
mitigate amplitude noise or phase noise, or a combination,
while maintaining a high message throughput, according to
some embodiments. Use of an asymmetric modulation table
according to present principles can thereby enable wireless
networks to avoid message faults due to demodulation
errors, resulting in fewer message faults, higher message
throughput, and enhanced user satisfaction. As used herein,
the message “throughput” is the number of messages suc-
cessfully transmitted and received in the network per unit
time. A message failure rate is the number of failed messages
per unit time. A message is “faulted” or “failed” if its
symbols disagree with an embedded CRC (cyclic redun-
dancy check) code or equivalent error-check code, and is
“successful” otherwise. A failed message generally contains
at least one “faulted” symbol (or symbol modulation fault)
which is a symbol that was modulated with one value but
demodulated with a different value, usually due to noise or
interference.

The systems and methods further disclose methods for
determining whether a network can reduce message faults
by switching to a different modulation table according to
fault types observed, and for selecting which table would be
more effective, and for optimizing the performance of that
table. For example, a node (user or base station) may receive
amessage, read an embedded CRC code or the like, compare
to the received message symbols, and thereby determine that
the message is faulted. The node may then request a retrans-
mitted message, and if the retransmitted message is
unfaulted, the node can compare the two versions symbol-
by-symbol. By determining which symbols are different, and
how they differ, the node can determine which types of faults
occurred. For example, if symbols were altered in phase,
causing them to switch to an adjacent phase state in the table
(“adjacent-phase” faults), then the network may choose to
switch to another modulation table with greater separation
between phase states. Modulation faults between adjacent
amplitude levels (“adjacent-amplitude” faults) may indicate
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the need for a table with greater separation between ampli-
tude levels. If adjacent-amplitude faults occur mainly in the
lower (low-amplitude) portion of the table, then another
table with greater spacing between amplitude levels at the
low-amplitude end of the table may be needed. However, if
faults appear similarly in the low-amplitude and high-
amplitude regions of the table, then a different modulation
table with greater separation of both amplitude and phase
states may be a better choice. If the faults are non-adjacent,
that is, symbol distortion is larger than the level spacing,
then the faults are likely not due to noise, but rather from
pulsatile interference that overwhelms the signal occasion-
ally. In that case a table with greater separation between
states is likely to be futile because the distortions are too
large. Instead, a better strategy may be to switch to a table
with even smaller level separations, and therefore more
modulation states, in order to reduce the time required to
transmit each message. The shorter-duration message may
thereby finish before the interference strikes again. By
comparing faulted and unfaulted versions of the same mes-
sage and determining specifically the modulation errors that
caused the fault, the node can select a more appropriate
modulation table for reduced message failure rates or
improved throughput, according to some embodiments.

Typically the base station (or core network) may detect
and tally the types of message faults that it observes, and the
user nodes may do the same and periodically communicate
their totals to the base station. The base station (or core
network) can then process all that data along with other input
such as the traffic density, the distribution of message sizes,
the distribution of frequent and infrequent users, the pres-
ence and type of external noise or interference, the distri-
bution of priorities among the messages, and many other
parameters, in determining how to optimize the modulation
table. In addition, the base station may assign a different
modulation table to each user node, and may individually
optimize each such table. Typically the base station can
inform the user node or nodes of such a change in modu-
lation table using an RRC (radio resource control) message
or a broadcast message or a unicast downlink message to the
user node or nodes that are to switch to the new modulation
table. Thereafter, those user nodes may employ the selected
new modulation table for modulating symbols of further
messages, such as data messages uploaded to the base
station on the PUSCH (physical uplink shared channel) or
RACH (random access channel) or other suitable frequency.

In one embodiment, a base station or a user node can
determine a message failure rate by counting the number of
failed messages or the number of faulted symbols in the
failed messages, per unit time, and then vary one of the
amplitude levels either up or down in value, and then
measure the message failure rate again. If the message
failure rate goes down, the amplitude level can be varied
further in the same direction, and if it goes up, the variation
can be reversed. This iterative process can be continued until
an optimal, or at least a satisfactory, setting has been
achieved.

More generally, a base station or core network may decide
to change a network setting or procedure in use, responsive
to a tally or analysis of the types of message failures
observed. In contrast to prior-art network management in
which changes may be based on an undifferentiated message
failure rate, embodiments according to present principles
can instead determine which types of message failures
occurred and under which circumstances, such as increased
adjacent-amplitude and adjacent-phase faults at low ampli-
tudes, among many other possible fault types. The network
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can then select a suitable change to mitigate the particular
types of faults most often detected, and thereby improve
both the message throughput and the failure rate, and usually
the average delay time per message as well. Network
management and decision-making based on the types of
message failures encountered, rather than the gross failure
rate, can thereby enable nuanced and problem-specific solu-
tions, leading to improved network performance and greater
user satisfaction.

The base station is typically very busy in 5G, and may
have difficulty performing the complex multi-dimensional
optimization required. Therefore, means including Al means
are disclosed for predicting future network performance
according to the current operating conditions and the types
of message faults currently observed. With such predictions,
networks may select which modulation table to use in
particular circumstances, and may also perform optimiza-
tions, such as optimizing an amplitude level to minimize
faulting for example. Alternative Al means are disclosed for
preparing an algorithm that enables the base station (or core
network) to predict network performance based on each
available modulation table, and thereby select a suitable
modulation table for the current conditions. Algorithm
means are also disclosed for adjusting variables in a modu-
lation table, such as an amplitude level, for further improve-
ments in network performance. With such an algorithm, the
base station or core network may switch to the better
modulation table and thereby provide reduced message
failures and an improved networking experience for the
users overall.

Typically an optimization based on Al includes a math-
ematical Al structure in a computer. The Al structure may
include a plurality of input parameters, at least one output
parameter, and a plurality of intermediate functions (or
“propagation” functions). The inputs, intermediate func-
tions, and outputs are connected together by directed “links”
representing the transfer of processed information between
these entities. In some embodiments, the Al structure may be
a neural net (cascaded decision tree with adjustable inter-
dependent functional neurons), a hidden Markov model
(array of nodes operationally dependent in a complex,
usually unknown, manner), or other means for calculating
the output parameter from the input parameters. For
example, the input parameters may be the number or rate of
message failures of each type, such as Famp for adjacent-
amplitude faults, Fphase for adjacent-phase faults, and
Fnonadjacent for non-adjacent type faults, and optionally
Flow and Fhigh for faulted states in the lower or higher
amplitude regions of the table respectively, as well as other
failure modes that may be detected. The input parameters
preferably include at least one parameter of the current
modulation table, in use when those faults are observed. The
modulation table parameter(s) may include the number of
amplitude and phase levels, the number of states in the table,
separations between the amplitude or phase levels, presence
or absence of invalid states, and the like. The output or
outputs may include network performance metrics such as
the message throughput, the message failure rate, an average
delay time, a dropped message rate, and combinations
thereof, as well as other measures of interest regarding the
performance of the network. The network performance may
be a composite performance metric, such as the message
throughput minus ten times the message failure rate, or some
other measure of interest to network operators. The inter-
mediate functions are functions or computer codes that
depend on the input parameters or other higher-level inter-
mediate functions. The intermediate functions may be linear
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functions such as weighted sums, or nonlinear functions, or
other combination of the parameters, and may also include
logical combinations of the parameters such as Boolean
combinations. Often the intermediate functions are con-
nected in layers, such that the first layer receives data from
the input parameters and passes its processed results to the
second layer, which further combines and processes the
information, and then finally the last layer feeds all of its
processed data to the outputs. Thus the output parameter(s)
depend functionally on the intermediate functions, and indi-
rectly on the inputs. In addition, each dependency (or “link™)
may also be weighted, and the weight may be variable. In
one example, each intermediate function may be a weighted
(including negatively weighted) sum of the higher-layer
intermediate function results. The Al structure may thereby
embody a directed, weighted, acyclic or feed-forward,
“graph” or tree. (Recursive-type graphs, with backward
links or sidelinks, may also be used, although convergence
is then not guaranteed.)

The intermediate functions generally include variable
values that may be “tuned” or “trained”, meaning that the
variables are adjusted so that the final output of the structure
approaches measured data or other desired output. In the
current application, the variable values may be adjusted to
provide a prediction. For example, the output parameter may
be a prediction of a network performance metric. The values
may be iteratively adjusted until the output parameter pre-
dicts the network performance metric to sufficient accuracy.
For example, in a neural net, each intermediate function
(called a “neuron” in analogy to brain cells) may include a
number of weights and thresholds, and optionally logic
elements, by which the input parameters or the results of
previous intermediate functions may be combined. An
example of a linear intermediate function may be the for-
mula “vl times the adjacent-amplitude fault rate plus v2
times the adjacent-phase fault rate minus v3 times the
non-adjacent fault rate”, where v1, v2, and v3 are adjustable
“weights” or weighting coeflicients applied to the input
links, and the output of the function is provided to the next
layer or the output layer. An example of a non-linear or
logical intermediate function may be “select the larger of the
adjacent-amplitude and v4 times the adjacent-phase fault
rates if either one is larger than v5 times the non-adjacent
fault rate, and select the square root of the inverse of the
non-adjacent fault rate otherwise”. The values v1-v5 and so
forth may be adjusted to optimize the predictive accuracy of
the Al structure. For example, the input parameters may be
set according to the measured network data, failure modes,
modulation table in use, and so forth as described above, and
the AI structure may then be used to predict the resulting
network performance metric. More specifically, the various
intermediate functions may be calculated according to the
input parameters, and the outputs (the predicted network
performance metric in this case) may be calculated accord-
ing to the results of the intermediate functions. Usually, the
predicted network performance metric will differ from that
measured. The intermediate functions may be adjusted or
varied, and the calculations repeated to obtain an updated
prediction of the network performance metric. The adjust-
able values of the intermediate functions may then be varied
at random or in a pattern or according to a more purposeful
method, to bring the predicted output more closely in
agreement with the measured network performance metric.
Successive predictions may be compared, to determine if the
prediction accuracy has been improved by the value changes
and to guide future value adjustments. The above process
may be repeated for, preferably, a wide range of network
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configurations, modulation tables, and fault types observed,
thereby gradually improving the accuracy of the predictions
and broadening the range of conditions under which the
predictions are accurate. The adjustment of values may be
performed on each recorded case sequentially, or on groups
or “batches” of similar scenarios with averaged input param-
eters, or otherwise. However the training is performed, the
Al structure is preferably then tested using new data that the
Al structure has never before seen.

When the Al structure has been adjusted so that it pro-
duces sufficiently accurate predictions of network perfor-
mance, the Al structure can then be passed to base stations
or core networks (preferably with the intermediate function
values frozen) so that the network can predict the network
performance according to various choices of the modulation
table, and thereby select which table to use. Alternatively,
the Al computer or another system may prepare a predictive
algorithm based on the Al structure. For example, the Al
structure may be simplified by “pruning” any input param-
eters or intermediate functions that exhibit little or no
correlation between the modulation table and the predicted
performance. Based on the Al structure, the algorithm may
be an analytic function, a computer code, a tabular or matrix
array, or other means for deriving a network performance
prediction from the input parameters. For even simpler
implementation, the algorithm may be configured to auto-
matically monitor network conditions including faults, pre-
dict performance metrics according to each available modu-
lation table, determine which table is expected to provide the
best performance metric, and signal the network that the
selected modulation table could provide improved perfor-
mance. The network could then switch to the indicated
modulation table without having to perform the analysis
explicitly.

As a further alternative, the Al structure may be config-
ured to assist network operators in adjusting the individual
levels of a modulation table, such as adjusting one or more
amplitude levels, to mitigate adjacent-amplitude faults for
example. To do so, the Al structure may include, as inputs,
values corresponding to the amplitude levels of a modula-
tion table, and may vary one or more of those amplitude
levels to predict the performance versus the amplitude level
setting. This process may be repeated by varying each
amplitude level in the modulation table, and may continue in
an iterative cycle until optimal or near-optimal settings of
the amplitude levels have been determined. The phase levels
may be adjusted in the same way.

As a further alternative, the Al structure can be used to
predict network performance according to a wide range of
operating conditions other than modulation tables. For
example, Al structures (or algorithms derived from them)
may assist network operators in resolving problems and
optimizing operations under conflicting demands. The Al
structure or algorithm may assist the network in determining
which frequencies and bandwidths to assign to various user
nodes, what power levels and beam configurations to
employ while avoiding interfering with other user nodes or
other networks, how much bandwidth and other resources to
dedicate exclusively to individual users (such as dedicated
“SR opportunities” which are pre-assigned times at which
certain user nodes may exclusively transmit an SR sched-
uling request message), how to allocate resources among a
multitude of user nodes having a range of priorities and
message sizes in both uplink and downlink, and a maze of
other decisions regarding the network operations in fast-
paced massively-parallel 5G and 6G networks. No human
could handle the task, nor most computers, due to the
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demanding cadence and complexity. However, Al-devel-
oped algorithms, as taught herein, based on actual network
data and trained with a sufficiently wide range of conditions,
are well-suited to this type of problem and may enable
network operators to operate future networks with greater
efficiency than achievable otherwise. Artisans may develop
such network-based Al structures and/or their derived algo-
rithms after reading the matter and examples presented
herein.

Turning now to the figures, FIG. 1 is a schematic of a
modulation table according to prior art. The modulation
table is presented graphically, with amplitude modulation
levels (A1-A4) plotted along the vertical axis and phase
modulation levels (P1-P4) along the horizontal axis, and
each distinct modulation state, specified by one of the
amplitude levels and one of the phase levels respectively, is
shown as a “+” sign 101. In the depicted modulation table,
there are four amplitude levels and four phase levels, thereby
defining sixteen distinct modulation states. All of the modu-
lation states are allowed or valid in this case, meaning that
they can all be used for modulating symbols in a message.
In addition, the amplitude levels A1-A4 are spaced apart
uniformly by an amplitude spacing 104, and the phase levels
P1-P4 are spaced apart uniformly by a phase spacing 103. In
a particular case, the phase levels P1-P4 may be 135, -45,
+45, and +135 degrees, which are equally spaced at 90
degrees apart. Likewise the amplitude levels Al-A4 may
correspond to 0.4, 0.6, 0.8, and 1.0 times a maximum
permitted amplitude, for example, and are also evenly or
uniformly spaced apart. The depicted example corresponds
to 16QAM, which is a “square-symmetrical” modulation
table in that the number of phase levels equals the number
of amplitude levels, the phase and amplitude levels are
uniformly spaced, and all 16 distinct modulation states are
valid. In addition, the number of amplitude levels is a power
of 2, as is the number of phase levels, the number of total
states, and the number of valid states in the modulation table.

FIG. 2 shows a similar prior-art modulation table with
four amplitude levels A1-A4 and four phase levels P1-P4,
with each modulation state 201 marked with a “+” symbol.
The amplitude spacing between amplitude levels is 203 and
the phase spacing between phase levels is 204. Also shown,
as an oval 202, is a contour of the SNR (signal to noise ratio)
in the amplitude direction and the phase direction of the
received signals for each modulation state. A noise-free
signal would correspond to a point at the “+” sign 201 only,
but in general the received signals are distorted by electronic
noise in the transmitter and receiver, attenuation of the signal
in propagation, variations in the gain or time-base or other
parameter of the transmitter, the transmitter antenna, the
receiver, the receiver antenna, and other random or pseudo-
random variations, all of which will be included compre-
hensively as “noise” herein. In addition, occasional external
“interference” such as signals from other transmitters can
appear, further degrading the message quality when it
occurs.

Also shown is the phase width 208 and amplitude width
207 of the noise contour 202, indicating the phase noise and
the amplitude noise respectively. Noise fluctuations and
interference can cause excursions outside the plotted noise
contour 202, in which case the receiver would likely inter-
pret the modulation state 201 incorrectly, causing a message
fault. Also shown is a “gap” between the noise contours 202
of adjacent states 201, such as an amplitude noise gap 205
and a phase noise gap 206. The amplitude gap 205 is a
symbolic representation of the amplitude noise margin,
which is a measure of how much the amplitude noise may
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increase without causing the adjacent amplitude levels to
overlap, and likewise the phase gap 206 is a graphical
indication of the phase margin, in this graphical schematic.
Mathematically, the amplitude noise gap between two adja-
cent amplitude levels is equal to the separation between
those two levels minus the average of the noise widths of
those two adjacent amplitude levels, and likewise for phase
noise gaps. As long as the received signals remain within the
indicated widths 207-208, the receiver is likely to detect and
demodulate each symbol in the message correctly, without
fault. However, if the noise were to increase in either the
amplitude or phase directions, such that the adjacent noise
distributions 202 begin to overlap, then the likelihood of a
message fault is increased. A fault occurs whenever a
received symbol is interpreted (demodulated) as a different
value than transmitted. The receiving entity can generally
determine that a fault has occurred by calculating an error-
check code, such as a CRC or other error-check code, based
on the as-received symbols of the message, and then com-
paring that value to a corresponding code embedded in the
message. A disagreement between the calculated value and
the message code indicates that at least one symbol of the
message was altered.

Also indicated in the figure are four types of faults by
dashed arrows. The arrow labeled 221 is an “adjacent-
phase” fault in which noise outside the normal phase width
208 caused a phase shift in a symbol. The faulted symbol
was originally modulated in the A1-P2 state (that is, the
amplitude level of the modulation was the Al level and the
phase was P2). The phase noise distorted the symbol so that
it appeared to have the A1-P3 modulation instead. Since
those two modulation states are adjacent in the modulation
table, the fault is termed an “adjacent-phase” fault. (Adja-
cent-phase faults also include faults interchanging the P1
and P4 phase levels, since phase is a cyclic parameter.) An
adjacent-amplitude fault is indicated by arrow 222, in which
amplitude noise caused an Al1-P2 modulated symbol to
acquire extra apparent amplitude, bringing it into the adja-
cent state of A2-P2. Dashed arrow number 223, terminating
in a small star, is an ambiguity-state fault in which the A1-P2
state was distorted by noise into a region of the modulation
table that is not a legal modulation for any of the modulation
states. Dashed arrow number 224 shows a non-adjacent fault
in which a larger distortion, such as external interference,
changed the A1-P2 modulated symbol to look like a distant
modulation state of A4-P4. Non-adjacent faults also include
distortions that drive the symbol entirely off the table. Each
of these faults would cause the message to fail an error-
check code, thereby revealing the message failure.

FIG. 3 is a schematic of an exemplary embodiment of an
asymmetrical modulation table according to present prin-
ciples, in which the number of amplitude levels is different
from the number of phase levels, according to some embodi-
ments. The depicted modulation table has 8 amplitude levels
A1-A8 and 2 phase levels P1 and P2, thereby providing 16
distinct modulation states. This is the same number of states
as the 16QAM example of FIG. 1, but now distributed in an
8x2 configuration (that is, NampxNphase, or 8 amplitude
levelsx2 phase levels). The example thus depicts a modu-
lation table in which the number of phase levels is different
from the number of amplitude levels. In one embodiment,
the amplitude levels A1-A8 correspond to 0.3, 0.4, 0.5, 0.6,
0.7,0.8, 0.9, and 1.0 times a maximum permitted amplitude,
and thus in this case are equally spaced with a spacing 303
of 0.1 times the maximum amplitude. The two phase levels
P1 and P2 correspond to =90 and +90 degrees, which are
also equally spaced 304 in the sense that the phase levels are
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separated by 180 degrees. Each distinct modulation state is
indicated by a “+” 301 surrounded by a noise contour 302.
Also shown is the amplitude gap 305 and the phase gap 306
separating the adjacent noise distribution contours 302. The
amplitude levels are more closely spaced here than for the
example of FIG. 2, and hence the amplitude gap 305 is
relatively smaller (other things being equal). The phase
levels are more widely spaced than in FIG. 2 since there are
now only two phase levels, and hence the phase gap 306 is
relatively larger.

An advantage of the modulation table of FIG. 3 can be
improved phase noise immunity. If a network, using a
symmetrical modulation table such as that of FIG. 2, detects
more phase errors than amplitude errors, the network may
wish to change to the asymmetrical table of FIG. 3 in order
to increase the phase gap and hence reduce the incidence of
phase modulation errors. Such a strategy may be especially
valuable at high frequencies, where phase noise usually
causes more faults than amplitude noise. Thus the asym-
metrical modulation table of FIG. 3 can provide improved
phase margin, with only minimal loss of amplitude resolu-
tion, and hence a net reduction in message failure rates,
according to some embodiments.

FIG. 4 is a schematic of an exemplary embodiment of an
asymmetrical modulation table in which the numbers of
amplitude levels or phase levels is/are not equal to a power
of 2, according to some embodiments. In the depicted table,
there are three phase levels and six amplitude levels; hence,
Nistates=NampxNphase=6x3=18. Neither Namp nor Nphase
is an integer power of 2. The amplitude levels A1-A6 in this
example may be uniformly spaced at 0.25, 0.4, 0.55, 0.7,
0.85, and 1.0 times the permitted maximum amplitude,
respectively. The phase levels P1-P3 may also be uniformly
spaced at —120, zero, and +120 degrees relative to a carrier
(or alternatively at —60, +60, and +180 degrees, if desired,
to avoid using the carrier phase as a modulation level). As
before, the valid states 401 are indicated by a “+” and the
noise distribution by an oval 402.

An advantage of the depicted modulation table may be, in
some implementations, that the amplitude noise width 405 is
equal to the amplitude gap 407, and the phase noise width
408 equals the phase gap 406. Thus, in this case, the ratio of
the noise width divided by the gap, is the same for both
amplitude and phase modulation. In some cases, lower
message failure rates may be obtained by use of a modula-
tion table that provides similar noise margins, or similar
gap-to-width ratios, for the amplitude and phase levels, as
indicated here. In another embodiment, a ratio may be
determined for non-uniform level spacings, in which the
ratio equals the gap between a pair of adjacent amplitude
noise contours divided by the average of the two adjacent
noise widths. The levels may be configured to make this
ratio equal for all the amplitude levels, and likewise for the
phase levels. With the gaps thus adjusted according to the
noise widths, the overall fault rate can be reduced, according
to some embodiments.

Another advantage of the modulation table of FIG. 4 may
be that the 18 states, being 2 more than the usual 16QAM
states, can provide additional communication flexibility. For
example, all 18 states may be used for modulating symbols
of wireless messages, resulting in faster transmission than a
standard 16QAM table as shown in FIG. 1. Alternatively, the
“extra” states beyond the standard 16 could indicate a
change in the modulation table to be used for demodulating
the rest of the message, one of the extra states indicting a
switch to an alternative table, and the other extra state
indicating a switch back to the original table. Alternatively,
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16 of the states may be used for modulating symbols of
messages corresponding to the “regular” 16 modulation
states of a symmetric modulation table such as 16QAM, and
the “extra” two states may be put to service carrying other
information, such as a parity or error-checking code, or a
QoS (quality of service) requirement, or an emergency
indicator, or a sequence value, or other flag or parameter
beyond the actual message data. In one embodiment, 16 of
the modulation states may be “regular” states, meaning that
they are used for modulation of the message symbols, while
the two “extra” states are used for some other purpose, other
than modulating the symbols of the message. The 16 regular
states may be assigned to correspond to a prior-art modu-
lation table such as the 16 states of 16QAM. The 17th state
may be used to indicate the beginning of a message, and the
18th state may be used to indicate the ending of the message.
Use of the extra modulation states for indicating something
about the message other than the actual data of the message,
such as the beginning and ending of the message, may
simplify the detection and decoding of certain messages
such as unscheduled messages on, for example, the random
access channel. The extra symbols, used in this way, may
avoid time-consuming message requirements such as multi-
symbol preamble requirements and the like, by unambigu-
ously showing the starting and ending of the message
content. The message content consists of all the symbols
between the two “extra” symbols. The extra symbols are
then recognizable as such since they are modulated accord-
ing to the 17th and 18th states. Artisans may find additional
valuable uses for symbols modulated according to the extra
states provided by an asymmetric modulation table in view
of the teaching disclosed herein.

FIG. 5 is a schematic of an exemplary embodiment of an
asymmetrical modulation table with non-uniformly spaced
amplitude levels, according to some embodiments. The
modulation states are indicated by a “+” 501 and the oval
502 indicates a contour of the SNR, signal to noise ratio. The
amount of amplitude noise is relatively constant throughout
the table, but the signal strength is much lower at the
low-amplitude end of the table (Al) than at the high-
amplitude end (A4), and therefore the contours 502 show a
steady decrease in width, in the amplitude direction, as the
signal amplitude is increased. In this example of non-
uniformly spaced amplitude levels, the amplitude levels
Al-A4 may correspond to 0.3, 0.7, 0.9, and 1.0 times a
permitted transmission amplitude. Thus the amplitude levels
are spaced apart by a relatively larger space 503 at the low
amplitude end of the table, and by a relatively smaller space
513 at the high amplitude end of the table. The phase levels
P1-P4 are uniformly spaced at —135, —45, +45, and +135
degrees relative to a carrier. The amplitude noise width at the
Al level is shown as 505, and the gap between the noise
contours of the Al and A2 levels is shown as 507. Likewise
the much smaller amplitude noise width of the A4 level is
shown as 515 and the gap between the A3 and A4 levels is
shown as 517. As can be seen in the figure, the A1-A2 gap
507 is equal to, or at least similar to, the A3-A4 gap 517,
even though the amplitude noise widths 505 and 515 are
quite different. For example, the amplitude noise gaps
507-517 may be made equal to within 1%, 5%, 10%, 25%,
or 50%.

An advantage of spacing the amplitude levels Al-A4
non-uniformly may be that the rate of message failures may
be reduced, according to some embodiments. For example,
one or more amplitude level may be adjusted to mitigate a
low SNR at low amplitude levels. As shown, the amplitude
level spacing may be adjusted according to the measured
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noise widths of the various amplitude levels. The adjusted
amplitude levels may thereby provide similar gaps, or other
measure of noise margin, between amplitude levels through-
out the table, which may result in fewer faults. Alternatively,
the amplitude levels may be arranged to provide similar
values of the gap-to-width ratio, or other measure of reli-
ability depending on what produces the best network opera-
tion. In a practical network, the amplitude levels may be
adjusted empirically to minimize the number of message
faults due to amplitude modulation misidentification, for
example. Each user node may employ its own modulation
table, with an adjusted set of amplitude levels, different from
those of the other user nodes, to combat location-dependent
noise and device-dependent noise, for example. In addition,
the base station may use yet another, different set of ampli-
tude levels for downlink messages to each of the user nodes,
for example to provide optimal reception to each user node
by compensating the particular attenuation or noise factors
experienced by each of the user nodes.

FIG. 6 is a schematic of an exemplary embodiment of an
asymmetric modulation table that includes invalid states,
according to some embodiments. As mentioned, each modu-
lation state in the table is defined by one of the amplitude
levels A1-A4 and one of the phase levels P1-P4, respec-
tively. Valid states are indicated by a “+” 601 and invalid
states are left blank, except for one invalid state 611 which
is indicated by a dashed circle. The noise distribution is
indicated by a circle 602 in this case, of width 605, indi-
cating that the noise is similar in the amplitude and phase
directions. The four amplitude levels A1-A4 are separated
by a uniform separation 603, and the four phase levels P1-P4
are also uniformly spaced by spacing 604. As can be seen,
the valid and invalid states are alternated or interleaved in a
checkerboard-like fashion, so that each valid state is sur-
rounded on four sides by invalid states, and each invalid
state is surrounded on four sides by valid states (except for
the edges). Stated differently, each valid state is adjacent, or
next to, four of the invalid states and each invalid state is
adjacent to four of the valid states, the adjacency being both
row-wise and column-wise. However, this only applies to
“interior” states, which are states not in the first and last rows
and columns of the table which represent the edges of the
table. Each valid state may then be surrounded on four sides
by either invalid states or by the ends of the table, and each
invalid state may be surrounded on four sides by either valid
states or by the ends of the table.

An advantage of providing both invalid and valid states in
the modulation table, in this case an equal number of valid
and invalid states, may be that the noise margin of the
remaining valid states may be increased thereby, in both
amplitude and phase directions. For example, the amplitude
gap between the noise distributions of valid states, indicated
as 607, is much larger than it would have been if all the states
were valid. The phase gaps are similarly increased relative
to a fully-occupied table. The incidence of message failures
due to adjacent-amplitude and adjacent-phase faults may be
reduced due to the increased gaps between neighboring valid
states. The nearest valid neighbor to each valid state is
diagonally positioned, hence both amplitude and phase
would have to be misidentified to cause a “diagonal fault”
spanning the diagonal gap 610. For these reasons, a network
operator may select such an asymmetric modulation table to
reduce message failure rates. The data rate is reduced
slightly since each symbol can then carry one less bit of
information when only half of the possible modulation states
are valid. For example, a 256QAM table encodes 8 bits per
symbol, and if half the states are made invalid, the modified
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table then encodes just 7 bits per symbol, resulting in a 15%
reduction in data rate. However, the network operator may
compensate for that reduction by increasing the transmission
rate (using higher frequencies or higher bandwidths for
example). Such higher frequencies or bandwidths may not
be feasible with prior-art symmetric modulation tables in
which all the states are valid, due to their smaller noise
margins. But by switching to the depicted asymmetric table,
with its larger separation between valid states, the network
operator may be able to obtain higher transmission rates
without significantly increasing the message failure rate. In
other words, the network may obtain increased noise immu-
nity using an asymmetric modulation table in which alter-
nate states are invalid, and as a consequence may increase
the throughput using faster transmission while maintaining
lower failure rates, thereby obtaining a net win in overall
performance, according to some embodiments.

FIG. 7 is a schematic of an exemplary embodiment of an
asymmetric modulation table with non-uniform level spac-
ing and with strategically selected invalid states, according
to some embodiments. Amplitude levels Al-A4 are non-
uniformly spaced, starting with spacing 703 at the low-
amplitude end of the table, and decreasing to 713 at the
high-amplitude end of the table. The amplitude noise width
ranges from a large value 705 at the low-amplitude end of
the table, to a much smaller value 715 at the high-amplitude
end. The non-uniform spacing of the amplitude levels is
intended to compensate for a reduced noise margin for the
lower amplitude signals due to the larger noise width (or the
reduced SNR) at low amplitudes. However, in this case the
phase noise is also large at low amplitudes, which may be a
result of the increased difficulty for the receiving electronics
to resolve the phase of a signal at low amplitude, since the
SNR is lower than for a signal with a higher amplitude. The
phase noise problem is not helped by making the amplitude
level spacing non-uniform. One possibility is to declare half
of the states to be invalid, as in FIG. 6, but that would
eliminate several valuable transmission states in the high-
amplitude end of the table. That may not be desirable
because the best signal transmission is obtained at the high
amplitude end of the table, due to the higher SNR there. A
better way to mitigate the phase noise degradation at low
amplitudes may be to make certain states invalid, preferably
in an alternating manner, at the low-amplitude end of the
table only. In the depicted case, alternate states are made
invalid in the amplitude levels Al and A2 only, whereas all
the high-amplitude states at levels A3 and A4 remain valid.
By strategically declaring certain modulation states, char-
acterized by low signal or high noise, to be invalid states,
while preserving the remaining states as valid, the network
can improve reliability due to increased noise margin among
low-amplitude states, with only slight loss of transmission
rate due to the small number of invalidated states, according
to some embodiments.

An advantage of making alternate states invalid in the
region of the modulation table where the noise margin is
poor, but keeping all the states valid in other areas of the
table where the noise margin is satisfactory, may be to
reduce message failures with minimal reduction in trans-
mission rate. For example, the message rate using the
modulation table of FIG. 7 corresponds to 12 valid states,
compared with 16 valid states in FIG. 5, a reduction of only
25% in the number of available modulation states or a
fraction of a bit per symbol in information density. This may
be compensated by the time saved in avoiding retransmis-
sions of faulted messages, and further compensated by
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possibly increasing the frequency or bandwidth or other
parameter to optimize the throughput overall.

Asymmetric modulation tables may be designated by
names indicating features of the modulation table. For
example, a modulation table with Namp different from
Nphase may by designated by listing the numbers of ampli-
tude and phase levels separated by “x”, such as 8x2QAM for
the table of FIG. 3 with Namp=8 and Nphase=2, or
6x3QAM for the table of FIG. 4 with Namp=6 and
Nphase=3. A table with non-uniform spacing between levels
may be designated by “n” between the amplitude and phase
level numbers, such as 4n4QAM for the table of FIG. 5. A
table with invalid states may be designated by an “i” after
the numbers, such as 16iQAM for the table of FIG. 8. If the
table has invalid states as well as a non-uniform level
spacing, such as that of FIG. 7, the table may be designated
as 4n4iQAM. A table with a variable level, such as that of
FIG. 12 below, may be designated with a “v” as in 4v4QAM.
With such a compact but versatile informative designation,
various types of asymmetric modulation tables may be
conveniently categorized.

FIG. 8 is a flowchart showing an exemplary embodiment
of' a method for selecting a modulation table based on the
observed fault types, according to some embodiments. An
intent of this method is to determine message failure modes
from the faulted messages, and then select which modula-
tion table would likely reduce those failure modes. In this
example, ambiguous-state faults, which fall outside the
normal noise contours of the valid states (such as arrow 223
in FIG. 2), are counted in the total number of nonadjacent
faults. Initially at 801, a node (base station or user node)
receives a wireless message and checks at 802 whether the
message is faulted. For example, faults may be detected by
comparing the as-received message with an embedded error-
check code, or by detecting at least one illegal modulation
such as a modulation beyond the edges of the table, in the
message. If the message was unfaulted, that is, successfully
received and matching the error-check code, then flow
returns to 801 to receive another message. If the message is
faulted, then at 803 a retransmission is requested using, for
example, the HARQ (hybrid automatic repeat request) pro-
cedure if implemented, or other retransmission message
request as appropriate. If the retransmitted message is suc-
cessfully received at 804, then at 805 the node compares the
faulted and successful messages, symbol-by-symbol, to
determine which symbols were altered and how they were
altered. At 806, a tally of adjacent-amplitude faults and a
tally of adjacent-phase faults are counted, as well as a total
number of faults in a period of time. An adjacent-amplitude
fault is a received symbol that differs from the corresponding
symbol in the unfaulted message by one amplitude modu-
lation level, and an adjacent-phase fault is a symbol that
differs from the correct symbol by one phase modulation
level.

At 807, the node determines the distribution of faults
occurring in various regions of the modulation table. For
example, fault totals may be tallied for each valid state of the
table, and separate totals may be tallied for faults occurring
in the low-amplitude and high-amplitude portions of the
table, among other patterns. At 808, the node selects a
particular modulation table that can reduce the incidence of
faults that have been detected, and at 809 the node sends a
message (to the base station if a user node, or to the user
nodes if a base station) recommending that the current
modulation table be changed to the selected one. That
message is sent using the current modulation table, of
course, since the change has not yet been implemented.
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There may be other messages involved, such as a beacon
message or RRC (radio resource control) message or the
like, transmitted by the base station, indicating a change in
modulation tables. Thereafter, at 810, the node begins using
the selected modulation table for future messages such as
data messages transmitted on a PUSCH (physical uplink
shared channel) or other channel.

An advantage of performing such a fault analysis on the
as-received messages (by comparing the corresponding
symbols of faulted and unfaulted messages) may be that the
fault information may reveal that a more effective modula-
tion table is available, and that switching to that table may
reduce future faults of the types most often encountered.
Thus, the depicted method may be an efficient way to
determine objectively which modulation table is able to
provide improved network performance, according to some
embodiments.

FIG. 9 is a schematic showing an exemplary embodiment
of two wireless messages, according to some embodiments.
One of the messages 901 includes faults and the other 902
is without fault, as labeled. Each message is a series of
symbols modulated according to an amplitude level and a
phase level, indicated for example as A1-P3 for the ampli-
tude modulation level A1 and the phase modulation level P3,
referring to a particular modulation table such as that of FIG.
5. Faults can be detected by comparing the modulation state
of the corresponding symbols for the two messages and
noting which symbols are different. In the figure, symbols
that differ between the two messages 901-902 are shown
bolded and connected by a dashed line. The first three
symbols of the two messages 901-902 are identical, but the
fourth symbol is different. This is an example of an adjacent-
amplitude fault 903 because the disagreement between the
two corresponding symbols is a single amplitude level,
specifically A4 in the unfaulted message 902 has been
changed to A3 in the faulted message 901, a change of one
amplitude level. Also shown is an adjacent-phase fault 904
with the phase changed from P1 to P2, a change of one phase
level. A non-adjacent fault 905 is also shown, in which the
amplitude modulation level was changed from A4 to Al, a
change of more than one amplitude level. It may be noted
that a change in phase modulation from P4 to P1 would
count as an adjacent-phase fault, because the phase dimen-
sion is circular.

In a wireless network, a base station or a core network
may be configured to detect faulted and unfaulted messages
according to agreement with an embedded CRC code or
equivalent error-check code, and then may compare the
corresponding symbols of the two messages to locate the
faulted symbols and determine, from the size of the ampli-
tude or phase modulation disagreement between the two
messages, whether the faults are adjacent-amplitude or adja-
cent-phase or non-adjacent type faults. Since noise often
causes near-neighbor, or adjacent type faults, whereas non-
adjacent faults may indicate larger but sporadic interference
or the like, different mitigations may be needed in those
cases.

FIG. 10 is a schematic showing an exemplary relationship
between fault types detected and options for mitigation of
those faults. To mitigate adjacent-amplitude faults, the
modulation table may be changed to one with fewer ampli-
tude levels, and therefore a wider spacing between ampli-
tude levels, thereby increasing the noise margin for ampli-
tude distortion noise. To mitigate adjacent-phase faults, a
different modulation table with fewer, and more widely
spaced, phase levels may be advantageous. If both adjacent-
amplitude and adjacent-phase faults are detected, the modu-
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lation table may be altered by making alternate states invalid
for modulation in a portion of the modulation table or in the
entire modulation table, depending on whether the problem
is localized to a portion of the modulation table or is seen
roughly equally throughout the table. Making alternate
states invalid thereby increases the amplitude and phase
separation between the remaining valid state, resulting in
increased noise margin and likely fewer faults.

If the faults are largely non-adjacent, then they may be
caused by occasional external interference, in which case it
may be beneficial to make the messages chronologically
shorter to sidestep the interference if possible. To do so, the
modulation table may be changed to a larger one with more
amplitude and phase levels, thereby encoding more bits per
symbol, and therefore shortening the duration of each mes-
sage proportionally. Although the separation between ampli-
tude and phase levels would be made smaller by that change,
this could result in only insignificantly increased failures as
long as the remaining noise margin is still sufficient. The
network may have to test this by running the larger modu-
lation table and checking whether the total failure rate
increased or decreased.

In some cases, the adjacent-type faults may be concen-
trated in one portion of the modulation table, such as the
lowest amplitude levels where the SNR may not be as large
as for the high-amplitude levels. In that case, the amplitude
levels in the low-amplitude portion of the table may be
spread farther apart, with possibly the high-amplitude levels
being pushed closer together if the total range of amplitude
modulation remains constant. Likewise, if the faults are
mainly in the high-amplitude levels, those levels may be
spread farther apart, at the expense of the low-amplitude
level spacing. Whether this change reduces net failures
depends in a complex way on the noise properties, and
therefore the network would likely have to try such a
modulation level adjustment to determine whether it is
successful. If so, the levels may be adjusted farther in the
same direction to determine whether the improvement is
increased. If, however, the adjustment does not enhance
reliability, or makes it worse, the network can switch back
to the original modulation table.

In some cases, adjacent type faults may be detected
throughout the table, and for amplitude and phase faults
equally. In that case, the network may change to a modu-
lation table in which alternate states are made invalid, which
greatly increases the noise margin of the remaining valid
states in most cases. If, however, that does not resolve the
problem, as a last resort the network may elect to increase
the permitted transmission power of the user nodes that
exhibit excessive faulting, or increase the downlink power to
those user nodes, to enhance reception SNR and thus mes-
sage reliability. Networks generally do not like to increase
the permissible power levels due to potential interference
with other networks as well as the increased power demands
to which battery-operated user nodes may be sensitive.

FIG. 11 is a flowchart showing an exemplary embodiment
of'a method for selecting a particular modulation table based
on detecting and analyzing message faults, according to
some embodiments. The method of FIG. 11 may, for
example, implement the “selecting” of item 808 in FIG. 8.
At 1101, a node counts the number or rate of detections of
various types of message faults, such as the faults described
in FIG. 8. The node may accumulate tallies of observed fault
types for a period of time, each tally indicating a number or
incidence rate of each fault type. For example, the node
could count the total number of faulted symbols Ftotal, the
number of adjacent-amplitude faults Famp, the number of
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adjacent-phase faults Fphase, the number of faults involving
symbols that are not adjacent in the modulation table Fnon-
adjacent, the number of faults occurring in the low-ampli-
tude portion of the table Flow, and the number in the
high-amplitude portion Fhigh. At 1102, the node may com-
pare the number of adjacent to nonadjacent faults, specifi-
cally determining if Fnonadjacent is greater than the sum of
the Famp plus Fphase. If most faults are indeed nonadjacent,
then the node may conclude that the faults are due to
occasional, large magnitude interference rather than random
noise, since random noise usually causes adjacent modula-
tion faults. Therefore, at 1103, the node may recommend
using faster transmissions in an attempt to sidestep the
interference, using for example a larger modulation table
(with more bits per symbol and therefore fewer symbols per
message and therefore a quicker message) as well as a higher
frequency or bandwidth, among other steps to reduce the
on-air time per message.

If, however, the adjacent faults exceed the nonadjacent
faults at 1102, the node can then at 1104 determine whether
the faults occurred mainly in the higher or lower amplitude
portions of the table. If the faults usually occur in the
low-amplitude portion, then at 905 the node may determine
that the problem is the low signal strength in low-amplitude
modulated symbols, and may then ask whether the faults are
mainly adjacent-amplitude or adjacent-phase faults at 1105.
If they are mainly adjacent-phase faults, the node may
recommend removing alternate states at the low end of the
table, as illustrated in FIG. 7, to provide greater phase
margin as well as amplitude margin for low-amplitude
signals. If, however, the faults are mainly adjacent-ampli-
tude type faults in the low-amplitude portion, the node may
suggest at 1106 that the amplitude levels be adjusted to
provide greater spacing between amplitude levels at the
low-amplitude end, and perhaps use a smaller spacing at the
high-amplitude end of the table, to provide additional
needed amplitude margin. For example, a particular ampli-
tude level may be adjusted in a first direction (that is, its
value may be increased or decreased) while the other ampli-
tude levels are held constant, and the resulting change in a
network performance metric, such as throughput or message
failure rate, may be measured. Then, if the metric was
improved (such as higher throughput or lower failure rate),
the particular amplitude level may be adjusted in the same
direction (increased or decreased) as before, and the network
metric may be again measured. Alternatively, if the result of
adjusting the particular amplitude level was to make the
network metric worse, then the particular amplitude level
may be re-adjusted in the opposite direction (that is,
decreased if the initial variation was an increase, and vice-
versa). In this way, by iteratively varying the particular
amplitude level, or other amplitude levels, while monitoring
the network performance, improved performance may be
obtained.

Returning to 1104, if the number of faults is not concen-
trated in the low-amplitude portion of the table, then the
node may determine at 1108 whether the faults are mainly
adjacent-amplitude or adjacent-phase type faults. If they are
mainly adjacent-phase faults, then at 1110 the node may
suggest that a differently-shaped modulation table may be
better, such as one with fewer phase levels, to provide
greater phase margin. Likewise the node may determine,
from the number of adjacent-amplitude faults, whether the
number of amplitude levels should be increased, decreased,
or remain unchanged relative to the current table. If, how-
ever, the faults are mainly adjacent-phase faults at 1108, then
at 1109 the node may suggest a modulation table with fewer
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amplitude levels and greater amplitude gaps to improve the
amplitude noise margin. The modulation table may be
adjusted in this way until the adjacent-amplitude fault rate is
approximately equal to the adjacent-phase fault rate, such as
within 10% or 25% or 50% of each other. After making the
determination and recommending a change of modulation
table at 1103, 1106, 1107, 1109, or 1110, the node is done at
1111 until further faults are detected.

As an alternative, the node may find that the number of
faults in the lower portion of the table roughly equals the
number in the higher portion, and that most faults are
adjacent-type faults, and that the number of adjacent-ampli-
tude faults is roughly equal to the number of adjacent-phase
faults. In that case, the node may suggest switching to a
modulation table with the same number and spacing of
amplitude levels as the current table, and the same number
and spacing of phase levels as the current table, but with
alternate states made invalid, in a checkerboard-like pattern.
This may increase the noise margin between adjacent states
in both the amplitude direction and the phase direction, at a
cost of only one bit per symbol in information density. The
increased noise margins may result in fewer faulted mes-
sages and fewer retransmissions, among other benefits,
thereby compensating for the reduced number of bits per
symbol. In addition, the increased phase margins can allow
operation at a higher frequency or bandwidth or other
parameter, further compensating the reduced number of
modulation states.

FIG. 12 is a schematic showing an exemplary modulation
table in which an amplitude level is adjustable, according to
some embodiments. Modulation states 1201 are surrounded
by noise contours 1202. The amplitude modulation levels
are shown on the vertical axis and the phase levels on the
horizontal axis. Several different settings 1221 of the second
amplitude level A2 are shown, indicating how the A2 level
may be adjusted to mitigate, for example, adjacent-ampli-
tude faults in the low-amplitude portion of the table. The
adjusted states corresponding to each adjusted level are
shown as further “+” signs 1222.

A network may adjust the A2 level by varying the
amplitude setting among the candidate settings shown 1221
and monitoring the resulting message failure rate, especially
the adjacent-amplitude fault rate in the lower portion of the
table. After testing several of the candidate settings 1221 in
this way, the network can select whichever candidate setting
1221 provides the lowest failure rate, and can use that setting
thereafter for improved message reliability.

FIG. 13 is a flowchart showing an exemplary embodiment
of'a method for adjusting an amplitude level in a modulation
chart, according to some embodiments. One intent of this
method may be to adjust the value of one of the amplitude
levels, such as the A2 level in FIG. 12, to minimize
adjacent-amplitude faulting in a wireless network. At 1301,
the A2 level is set to a midpoint of a predetermined range,
or other starting value, and the fault rate, such as the
adjacent-amplitude fault rate, is then measured. Then at
1302 the A2 setting is incremented, or increased by an
increment, preferably a small amount, and again the fault
rate is determined. At 1303, the change in fault rate is
determined and, if the fault rate decreased, the flow returns
to 1302 to continue varying the A2 setting in the same
direction as before. If, however, the fault rate increased at
1303, then at 1304 the step size, or amount by which the A2
setting is varied, is decreased, such as being %4 or 1o as large
is the previous increments, and at 1305 the A2 setting is then
decremented or decreased by the reduced step size. Again
the fault rate is determined at 1306, and if the fault rate then
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went down, the flow returns to 1305 to continue decrement-
ing. But if the rate went up at 1306, then at 1307 the final
decrement is reversed and the modulation table, with the A2
level so adjusted, is put in use for messaging. At 1308 the
method is done.

FIG. 14 is a flowchart showing an exemplary embodiment
of a method for selecting an improved modulation table,
according to some embodiments. In this method, a network
first accumulates data on network performance and fault
distributions with various operating conditions and various
modulation tables in use, and then provides the data to a
predictive Artificial Intelligence structure. Using the data,
certain variables in the Al structure are iteratively adjusted
to improve the predictive accuracy of the Al structure. For
example, the Al structure could predict a network perfor-
mance metric such as the fault rate or the throughput minus
the rate of retransmission. After the variables in the Al
structure have been adjusted to obtain sufficiently accurate
predictions of the network performance metric, an algorithm
is prepared based on the Al structure, and the algorithm is
distributed to the networks for use in selecting which
modulation table to use in various situations.

At 1401, a base station or core network measures the
current network parameters of a cell or LAN. The measure-
ments may include the current message failure rate, the types
of faults observed, the traffic density, and preferably numer-
ous other network parameters, along with a record of which
modulation table or tables are in use. Preferably the fault
data is recorded for each user node and each modulation
table employed at the time of each fault, including the type
of fault detected. Other parameters of interest, such as
interference from outside the network, may be recorded at
1402. Preferably the data accumulation is continued long
enough to record the network conditions and performance
under a wide range of conditions at 1402. The resulting
network performance is then recorded at 1403 including any
faults. Then, optionally, at 1404 the network may plan
experiments, such as changing the modulation table or tables
in use, or the frequencies or bandwidths or other operational
parameters, and so forth. Alternatively, the network may
continue to operate normally while continuing to accumulate
operational data. The flow then returns to 1402 to take
further data as the network responds to any changes. Pref-
erably a substantial database of network conditions, modu-
lation conditions, and resulting performance metrics are
accumulated over time, including a wide range of condi-
tions. Other data from other networks may be included, or
provided in parallel, so as to expose the Al structure to as
many different scenarios as are available in the database.
Periodically, or continually, the data may be transferred to a
central computer as indicated by a double arrow.

At 1405 a central computer receives the database and
prepares (or obtains from elsewhere) an artificial intelli-
gence Al structure, such as a neural net or hidden Markov
model or other artificial intelligence means for processing
network data and predicting subsequent performance. In
particular, the Al structure may be configured to predict how
each modulation table, of various available modulation
tables, would likely affect the subsequent performance of the
network. The Al structure takes in, as inputs, the network
data and, preferably, combines it with data from a large
number of other base stations as well, thereby to assemble
a sufficient number of operational examples under a wide
range of network conditions. The inputs of the Al structure
may include the operating conditions of the network, fault
rates observed, and parameters of the modulation table in
use (such as the numbers of levels Namp and Nphase, the
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separations between them, and any invalid states in the
modulation table). The output or outputs may include one or
more predicted network performance metrics such as the
throughput and failure rate. The intermediate functions are
internal functions or routines that perform mathematical and
logical operations on the input data and/or on the results of
other intermediate functions. The output predictions are then
derived from certain of the intermediate functions, such as
the lowest layer of intermediate functions. Variables (“val-
ues”) in the intermediate functions (and optionally the links
between them) are then adjusted to cause the predicted
network performance metric to become closer to the
observed metric, as in “supervised” learning based on the
actual performance achieved by the network in each sce-
nario. After the Al structure has achieved sufficient predic-
tive accuracy to predict the subsequent performance of
networks to a predetermined accuracy, the Al structure can
then be used by the networks themselves, for example to
predict how various modulation tables would perform under
similar conditions, as well as many other useful tasks. The
Al structure, or other calculation means derived from it, can
then be used by the base station or core network to compare
different available modulation tables for suitability, in view
of current network conditions. The predictions can thereby
enable network operators to select the most suitable modu-
lation table for subsequent use.

When the Al structure is first prepared, the variables are
usually set at arbitrary values at first, and therefore the Al
structure usually generates extremely poor predictions
before being tuned. The variables can then be adjusted to
bring the predicted outputs into better accord with the
observed data, which generally results in improved predic-
tive accuracy when new conditions are presented. At 1406,
the computer sets or adjusts the Al structure, specifically the
weights, thresholds, biases, and optional logic of the inter-
mediate functions, to optimize the accuracy of the predic-
tions. With those settings, at 1407 the computer uses the Al
structure to predict the subsequent network performance
metric such as the message failure rate, the throughput, and
so forth. Then at 1408 the computer, or a supervisory
processor, compares the predictions with the network obser-
vations. A success factor may be prepared according to the
features that the Al structure predicted correctly. The flow
then returns to 1406 for more variations of the internal
values or further network operational histories. This process
continues iteratively to refine the variables of the interme-
diate functions in order to optimize the success factor, or
otherwise improve the predictions.

Upon each iteration, the values in the various intermediate
functions may be adjusted to follow any improvements in
predictive accuracy. The depicted process may be repeated
many times using data from many base stations covering
many different operational scenarios. Each successful pre-
diction may form the starting point for extensions to other
scenarios, a form of deep learning. In a particular iteration
of the method, the values of the intermediate functions may
be adjusted in the same direction that they were adjusted in
the previous iteration if the predictions were improved
thereby, or in the opposite direction if the predictions were
less accurate. Alternatively, to avoid getting stuck on local
peaks, an arbitrary large change in values may be imposed
and the fine-tuning process repeated from that point. Deci-
sions about which variables to vary, and which direction and
by how much, may be random or pre-planned or based on
the computer’s previous experience with similar variations.
The iterative adjustment process with feedback from the
network data is thus a form of guided learning. If the
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computer decides which values to vary based on its previous
experience, the process is an example of recursive self-
improvement.

The adjustment process is generally complex and ardu-
ous, requiring advanced software and many hours on
extremely competent supercomputers, due to the large num-
ber of tightly interacting variables in a problem such as
network operation management. Nevertheless, systems exist
that can handle such challenges and provide accurate pre-
dictions, given sufficient input data to work with. After a
sufficiently successful Al structure has been developed, at
1409 an algorithm may be prepared from the results. For
example, the algorithm may be the Al structure itself, but
with the intermediate function values preferably frozen, so
that predictions can be obtained by inserting network oper-
ating parameters (such as a particular modulation table) as
inputs and calculating the resulting predicted performance.
Alternatively, the algorithm may be a simplified or compact
version of the Al structure by, for example, pruning the
unproductive intermediate functions or input parameters.
Alternatively, the algorithm output may be configured to
recommend a particular modulation table directly, from a set
of available modulation tables, instead of displaying pre-
dicted network performance metrics for each table. In that
case, the algorithm selects the best modulation table and
informs the network of the selection. The selection may be
based, for example, on which modulation table would likely
provide the highest message throughput or the lowest failure
rate or the shortest average delays, of the available modu-
lation tables, given the current operational parameters of the
network. The algorithm may be prepared as a computer
code, a formula, a table or matrix of values, or other format
capable of rendering predictions or recommendations based
on the input parameters. The resulting algorithm may then,
at 1410, be distributed to the base stations for use in
selecting or optimizing their modulation tables under vari-
ous conditions.

FIG. 15 is a schematic of an exemplary Al structure,
arranged in this embodiment for predicting a network per-
formance metric according to input parameters. The
depicted case is a neural net, but other Al configurations may
be used instead. Variables in the Al structure may be
adjusted to cause the predicted performance metric to pre-
dict an observed performance metric, preferably with suffi-
cient accuracy that network operators can use the results for
selecting modulation tables and other operational param-
eters. The input parameters 1505 include a number (three
shown) of network conditions 1501 such as the number of
user nodes, the current traffic density, and an average mes-
sage size, among many other possible network parameters
potentially of interest. The input parameters 1505 also
include parameters of a modulation table 1502 such as the
number of amplitude levels Namp, the number of phase
levels Nphase, noise widths in the amplitude and phase
directions, amplitude level separations in the amplitude
direction and phase level separations in the phase direction,
and whether any of the modulation states are invalid, among
other modulation parameters potentially of interest. The
input parameters 1505 also include information on message
faults detected 1503 by the network, while operating with
the network conditions 1501 and modulation table 1502 as
specified. The detected faults 1503 may include a number or
rate of adjacent-amplitude faults in which a message symbol
is distorted by a single amplitude level, adjacent-phase faults
in which a symbol is distorted by a single phase level, and
non-adjacent faults in which a symbol is distorted by more
than a single amplitude or phase level, among other possible
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fault parameters of interest. Each input parameter 1505 is
indicated by a circle 1508. In other embodiments, the fault
data 1503 is not provided as input to the Al structure, but
rather is predicted by the Al structure as a set of outputs
along with other network performance metrics. Artisans may
design other Al structures with different architectures after
learning about the systems and methods disclosed herein.

The Al structure also includes a number of intermediate
functions 1506, arranged in this embodiment as two layers
under the inputs 1505, although other embodiments may
have more layers and more intermediate functions per layer.
The Al structure is arranged to produce an output 1507
which in this embodiment is a predicted network perfor-
mance metric 1510. The schematic also shows a perfor-
mance metric column 1504, including an observed network
performance metric 1511, which is observed in a network
with the network conditions and modulation table listed in
the inputs 1505. The performance metric 1511 may be, for
example, the message throughput minus ten times the failure
rate minus five times the average delay per message, among
many other forms of a performance metric of interest to
network operators.

Also shown are lines (“links”) 1509 connecting the inputs
1505, the intermediate functions 1506, and the output 1507.
Each intermediate function 1506 is a function or subroutine
or other means for calculating, based on parameters obtained
from the inputs 1505 or from another layer of the Al
structure, and for feeding results of the calculating to the
next layer, and finally to the output 1507. For clarity, the
figure shows links connecting only a few of the functions of
each layer, but a real Al structure may have links from each
function connecting all of the functions of the previous layer
and in the subsequent layer. Each of the intermediate func-
tions 1506 includes adjustable variables. The variables may
be adjusted to bring the predicted performance metric 1510
into agreement with the observed performance metric 1511
as indicated by the “compare” arrow. For example, a par-
ticular variable or set of variables in one or more of the
intermediate functions 1506 may be adjusted in a first
direction, and the predicted and observed 1510-1511 metrics
can be compared to determine if the agreement is better or
worse. If better, the adjustment of variables may be repeated
or increased in the same direction, and if worse, the adjust-
ment can be turned in the opposite direction. The adjustment
can be continued in this iterative fashion until the agreement
is satisfactory, or other criterion. The links may also be
weighted or otherwise include calculational processes
besides that of the intermediate functions. The links in the
example are “directed” downward toward the outputs, how-
ever other embodiments may include bidirectional links or
links sending calculation results upward toward higher lay-
ers, or other grid topologies, to address issues such as user
response to message failures, among other issues in net-
working experience.

To provide predictions across a wide range of network
scenarios, data from a large number of networks, at a large
number of different times, may be applied as well. Each
scenario may be used as an input model and tuned individu-
ally, thereby deriving a set of values for the intermediate
function variables, and optionally the link variables as well.
Alternatively, an averaged (“clustered”) input may be
derived from multiple related scenarios, and the function
variables may be adjusted to improve or optimize agreement
between each predicted performance metric and the corre-
sponding observed performance metric. After a large num-
ber of different scenarios have been satisfactorily predicted,
the variable values derived from different scenarios may be
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combined, such as averaged, to broaden the applicability of
the solutions, and the resulting composite set of values may
then be tested with additional, preferably novel to the
structure, network data. The intent may be to develop an Al
structure capable of predicting the effect of changing a
modulation table, as well as many other operational deci-
sions, and may thereby assist networks in selecting a suitable
modulation table and otherwise managing a torrent of user
demands, according to their operating conditions.

When the Al structure has reached a sufficient accuracy,
it may be converted to an algorithm for convenient use by
networks in selecting or adjusting a modulation table,
among other network parameters. Often the Al structure
itself is so large and complex, it may be unwieldy for use by
a base station or core network in a busy network. Therefore,
an algorithm can be configured as a handy and readily usable
version of the Al table with sufficient predictive power for
general network decision-making. The algorithm may be,
for example, the Al structure itself but with the variables
frozen at the best combination so far obtained (that is, the set
of variables providing the closest agreement between the
predicted and observed performance metric across a suffi-
ciently wide range of network conditions and a sufficiently
wide range of modulation tables). Alternatively, the algo-
rithm may be a simplified version of the Al structure in
which certain inputs and intermediate functions are elimi-
nated if they exhibit little or no correlation with the predicted
performance metric. Alternatively, the algorithm may be cast
as an analytic function, a computer code, a tabular array
which may be multi-dimensional, or other means for pro-
viding a predicted performance metric according to the
network conditions, modulation table, and faults detected.
Networks (specifically base stations or core networks) can
then use the algorithm to predict performance with each of
a number of available modulation tables, determine which
table is predicted to provide the best performance according
to the metric, and then switch to that modulation table.

FIG. 16 is a flowchart showing an exemplary method for
using an algorithm based on an Al structure, such as that of
FIG. 15. At 1601, parameters such as network conditions
and observed fault rates are used as inputs to the algorithm.
A first modulation table is assumed. At 1602 the algorithm
is used to predict the performance metric for the input
scenario and with the first modulation table. Those steps
may be repeated for a second modulation table, and for each
of the modulation tables available to the network. After
predicting performance metrics from all of the available
modulation tables, at 1603 the best modulation table (which-
ever modulation table would provide the highest predicted
performance metric) may be selected and activated in the
network. The method may be repeated whenever network
conditions change.

FIG. 17 is a schematic of an exemplary modulation table
having a variable amplitude level, according to some
embodiments. As in the previous schematics, the amplitude
is shown on the vertical axis and the phase on the horizontal
axis, with each modulation state shown as a “+” 1701
surrounded by a noise contour 1702. One of the amplitude
levels, A2, is rendered at five different values, shown as
dashed lines 1722 corresponding to five settings of the A2
amplitude setting. The states and noise contours for one
exemplary setting of the A2 amplitude are shown in dash
1721. The A2 level may be set at any one of the five values
depicted. On the right are five bars 1723 indicating the
network performance metric obtainable with each of the
respective A2 level settings, respectively. The indicated
network performance metrics 1723 may be the predictions
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of an algorithm such as that of FIG. 16, or they may be
obtained experimentally by the network in trying out each of
the level settings 1721. The longest bar (shown in the middle
of the distribution 1723 in this case) indicates that the best
performance is obtainable by setting the A2 level at the
indicated value. Apparently the other settings are either too
high or too low, and thus are too close to the adjacent levels
Al and A3, resulting in more faults than the favored choice.

FIG. 18 is a flowchart showing an exemplary method for
setting an amplitude modulation level, or other network
parameter, using an Al-derived algorithm, according to
some embodiments. At 1801, the network conditions, faults
detected including type, and a modulation table including
the current value of an adjustable amplitude level, are
provided as inputs to an algorithm. At 1802, the algorithm is
used to predict a network performance metric by performing
calculations or the like, related to the inputs. Steps 1801 and
1802 are repeated a plurality of times, using a different value
for the adjustable amplitude level, thereby obtaining a
plurality of predicted network performance metrics. At
1803, the best predicted network performance metric is
determined and the associated amplitude level setting is
determined. The modulation table, with the amplitude level
(or levels) so adjusted, is then employed for wireless com-
munications.

Al structures, such as that shown in FIG. 15 or described
elsewhere herein, can provide a wide range of services to
network operators. For example, Al structures can be
adapted to solve allocation problems such as determining
which user node to provide resources based on traffic
density, the size of the waiting messages, the priority of the
waiting user nodes, and many other factors that can change
on a millisecond basis. The network is responsible for
allocating resources (transmission opportunities and sched-
uling) to the highest priority user nodes first, yet without
starving the low-priority user nodes, and providing a suffi-
cient response to each user. Some high-priority user nodes
may require very low latency, whereas others may require
high reliability but a more leisurely response, while others
may require both speed and reliability. Some user nodes,
such as massively parallel machine-type sensors and the
like, may require few resources at infrequent intervals, yet
may strain the network due to their large total numbers.
Adjacent networks, sharing similar frequency bands, may
cause interference with some or all of the network’s users.
Beamforming may alleviate some of these problems but
with added complexity, especially since each user node will
likely have different beam capabilities and a different scat-
tering environment. Al can help resolve many of these
challenges, or at least provide workable options in many
cases, by applying methods and structures disclosed herein.
After reading the examples taught above, artisans may
develop Al structures for managing network scheduling to
provide optimal throughput, or other performance metric,
under a wide range of operating conditions, by tuning the
variables of the Al structure to provide performance predic-
tions or operational choices according to real-world data
acquired by the networks. In addition, artisans can condense
a successtully developed Al structure into a usable algo-
rithm, which the network operators can then use for deci-
sion-making in realtime. In addition, the same networks can
record the subsequent performance and operational param-
eters, and return that data for continuing development and
updating of the AI structure, and thereby enable better
networking in the future.

The systems and methods may be fully implemented in
any number of computing devices. Typically, instructions
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are laid out on computer readable media, generally non-
transitory, and these instructions are sufficient to allow a
processor in the computing device to implement the method
of the invention. The computer readable medium may be a
hard drive or solid state storage having instructions that,
when run, or sooner, are loaded into random access memory.
Inputs to the application, e.g., from the plurality of users or
from any one user, may be by any number of appropriate
computer input devices. For example, users may employ
vehicular controls, as well as a keyboard, mouse, touch-
screen, joystick, trackpad, other pointing device, or any
other such computer input device to input data relevant to
the calculations. Data may also be input by way of one or
more sensors on the robot, an inserted memory chip, hard
drive, flash drives, flash memory, optical media, magnetic
media, or any other type of file—storing medium. The
outputs may be delivered to a user by way of signals
transmitted to robot steering and throttle controls, a video
graphics card or integrated graphics chipset coupled to a
display that maybe seen by a user. Given this teaching, any
number of other tangible outputs will also be understood to
be contemplated by the invention. For example, outputs may
be stored on a memory chip, hard drive, flash drives, flash
memory, optical media, magnetic media, or any other type
of output. It should also be noted that the invention may be
implemented on any number of different types of computing
devices, e.g., embedded systems and processors, personal
computers, laptop computers, notebook computers, net book
computers, handheld computers, personal digital assistants,
mobile phones, smart phones, tablet computers, and also on
devices specifically designed for these purpose. In one
implementation, a user of a smart phone or WiFi-connected
device downloads a copy of the application to their device
from a server using a wireless Internet connection. An
appropriate authentication procedure and secure transaction
process may provide for payment to be made to the seller.
The application may download over the mobile connection,
or over the WiFi or other wireless network connection. The
application may then be run by the user. Such a networked
system may provide a suitable computing environment for
an implementation in which a plurality of users provide
separate inputs to the system and method.

Embodiments of the systems and methods disclosed
herein can provide numerous advantages not obtainable
from prior-art wireless protocols. Embodiments may pro-
vide increased throughput and/or reduced message failure
rates by allowing nodes to transmit using asymmetric or
non-square modulation tables that mitigate specific types of
faults, such as amplitude or phase faults, faults concentrated
in certain portions of the modulation table, and pulsatile
interference, among many other possible fault characteris-
tics. Network operators can use methods and algorithms
derived from operational data and, optionally, Al modeling,
to select and fine-tune modulation table parameters as well
as other network parameters to optimize performance in
various ways.

In the coming years, the number of wireless networks and
devices is expected to increase exponentially as 5G is rolled
out, increasing even more as future technologies such as 6G
are developed. For this reason, the need for efficient utili-
zation of the shared radio medium is expected to become
severe. Asymmetric modulation tables, implemented as dis-
closed herein, may provide means for reducing message
failures while enhancing throughput, with Al-assisted selec-
tion and optimization of the modulation table for current
network parameters, according to some embodiments.
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It is to be understood that the foregoing description is not
a definition of the invention but is a description of one or
more preferred exemplary embodiments of the invention.
The invention is not limited to the particular embodiments(s)
disclosed herein, but rather is defined solely by the claims
below. Furthermore, the statements contained in the forego-
ing description relate to particular embodiments and are not
to be construed as limitations on the scope of the invention
or on the definition of terms used in the claims, except where
a term or phrase is expressly defined above. Various other
embodiments and various changes and modifications to the
disclosed embodiment(s) will become apparent to those
skilled in the art. For example, the specific combination and
order of steps is just one possibility, as the present method
may include a combination of steps that has fewer, greater,
or different steps than that shown here. All such other
embodiments, changes, and modifications are intended to
come within the scope of the appended claims.

As used in this specification and claims, the terms “for
example”, “e.g.”, “for instance”, “such as”, and “like” and
the terms “comprising”, “having”, “including”, and their
other verb forms, when used in conjunction with a listing of
one or more components or other items, are each to be
construed as open-ended, meaning that the listing is not to
be considered as excluding other additional components or
items. Other terms are to be construed using their broadest
reasonable meaning unless they are used in a context that
requires a different interpretation.

The invention claimed is:
1. A method for modulating symbols of a wireless mes-
sage, comprising:
modulating symbols of a wireless message using a modu-
lation table comprising an array of integer Nstates
modulation states, the Nstates including integer Namp

amplitude levels and integer Nphase phase levels, a

particular one iNstates of the Nstates modulation states

being defined by an amplitude level iNamp and a phase
level jNphase;

wherein modulating each symbol of the wireless message
according to the corresponding amplitude level and
phase level of the states of the modulation table;

determining one or more of the Nstates modulation states
as invalid or not used for modulation, and further
determining one or more of the Nstates modulation
states as valid or legal for modulation;

transmitting the modulated symbols from a first device to

a second device, wherein the modulation table has one

or more properties selected from the following group:

i. the modulation table is configured to violate square
symmetry;

ii. the modulation table is non-square;

iii. Namp is not equal to Nphase;

iv. a number of rows or a number of columns differs in
the modulation table before and after a 90° rotation
of the table;

v. one or more of the states has been declared invalid
and not used for modulation;

vi. Nstates is an integer other than a power of 2;

vii. the amplitude levels or phase levels are spaced
apart nonuniformly;

wherein at least a portion of the invalid or not used for
modulation states are alternately or interleavedly
spaced from a portion of the valid or legal for modu-

lation states, the alternating or interleaving forming a

checkerboard pattern.
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2. The method of claim 1, wherein the first device and the
second device are configured for operation using 5G or 6G
wireless technology.

3. The method of claim 1, wherein the modulation table
forms an array of Nstates, the array of Nstates having
dimensions NampxNphase, wherein the array is a rectan-
gular array.

4. The method of claim 1, wherein the modulation table
is configured to maximize a message throughput rate of a
network, or to minimize a message failure rate of the
network, or combinations thereof.

5. The method of claim 1, wherein the modulating is
performed by the first device, and the modulation table is
configured to violate square symmetry, and wherein the
square symmetry is a cyclic planar rotation group generated
by 90-degree rotations.

6. The method of claim 5, wherein the amplitude levels
are spaced apart nonuniformly and are configured to mini-
mize a message failure rate.

7. The method of claim 5, wherein an amplitude separa-
tion between at least one set of adjacent amplitude levels is
different from an amplitude separation between another set
of adjacent amplitude levels.

8. The method of claim 7, wherein the amplitude sepa-
rations differ by at least 1%, 5%, 10%, 25%, or 50%, of one
of the amplitude separations in the at least one set.

9. The method of claim 1, wherein a phase separation
between at least one set of adjacent phase levels is different
from a phase separation between another set of adjacent
phase levels.

10. The method of claim 1, wherein Namp is an integer
other than a power of 2, or Nphase is an integer other than
a power of 2.

11. The method of claim 1, wherein each amplitude level
has an associated amplitude level noise width, wherein the
associated amplitude level noise width corresponds to an
amount of noise associated with a state modulated according
to the amplitude level.

12. The method of claim 11, wherein the amplitude level
noise widths of adjacent amplitude levels are separated by a
gap, and wherein the amplitude levels are configured to
make the gaps substantially equal, wherein substantially
equal means the gaps are equal to within 1%, 5%, 10%,
25%, or 50%.

13. A method for modulating symbols of a wireless
message, comprising:

modulating symbols of a wireless message using a modu-

lation table comprising an array of integer Nstates
modulation states, the Nstates including integer Namp
amplitude levels and integer Nphase phase levels, a
particular one iNstates of the Nstates modulation states
being defined by an amplitude level iNamp and a phase
level jNphase;

wherein modulating each symbol of the wireless message

according to the corresponding amplitude level and

phase level of the states of the modulation table;

transmitting the modulated symbols from a first device to

a second device, wherein the modulation table has one

or more properties selected from the following group:

i. the modulation table is configured to violate square
symmetry;

ii. the modulation table is non-square;

iii. Namp is not equal to Nphase;

iv. a number of rows or a number of columns differs in
the modulation table before and after a 90° rotation
of the table;
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v. one or more of the states has been declared invalid
and not used for modulation;

vi. Nstates is an integer other than a power of 2;

vii. the amplitude levels or phase levels are spaced
apart nonuniformly;

determining one or more of the Nstates modulation states
as invalid or not used for modulation, and further
determining one or more of the Nstates modulation
states as valid or legal for modulation,

wherein the amplitude levels iNamp range from 1Namp to

RNamp, and the phase levels jNphase range from

1Nphase to SNphase, and wherein each invalid state in

the modulation table is adjacent on four sides, row-wise
and column-wise, by four respective valid states, and
each valid state is adjacent on four sides, row-wise and
column-wise, by four respective invalid states, exclud-
ing states along the 1Namp or RNamp column or row,
and excluding states along the 1Nphase or SNphase
column or row.

14. A method for modulating symbols of a wireless

message, comprising:

modulating symbols of a wireless message using a modu-
lation table comprising an array of integer Nstates
modulation states, the Nstates including integer Namp

amplitude levels and integer Nphase phase levels, a

particular one iNstates of the Nstates modulation states

being defined by an amplitude level iNamp and a phase
level jNphase;
wherein modulating each symbol of the wireless message
according to the corresponding amplitude level and
phase level of the states of the modulation table;
transmitting the modulated symbols from a first device to

a second device, wherein the modulation table has one

or more properties selected from the following group:

i. the modulation table is configured to violate square
symmetry;

ii. the modulation table is non-square;

iii. Namp is not equal to Nphase;

iv. a number of rows or a number of columns differs in
the modulation table before and after a 90° rotation
of the table;

v. one or more of the states has been declared invalid
and not used for modulation;

vi. Nstates is an integer other than a power of 2;

vii. the amplitude levels or phase levels are spaced
apart nonuniformly;

measuring a message failure rate of the transmitted modu-
lated symbols corresponding to the modulation table;
adjusting a modulation parameter subsequent to the mea-
suring, wherein the adjusting a modulation parameter
includes varying a particular level, of the amplitude
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levels and the phase levels, in a selected direction from
an initial value to a first adjusted value;
measuring the message failure rate corresponding to the
modulation table after adjusting modulation parameter;
and
determining if the message failure rate went down, and if
so, transmitting a subsequent message using the modu-
lation table after adjusting modulation parameter, and if
not, restoring the particular level to the initial value,
and transmitting a subsequent message using the modu-
lation table before adjusting modulation parameter.
15. The method of claim 14, further including varying the
particular level in the selected direction, relative to the first
adjusted value, if the failure rate went down, and varying the
particular level in a direction opposite to the selected direc-
tion, relative to the initial value, if the failure rate went up,
and transmitting a message using the modulation table as
further varied.
16. A method for modulating symbols of a wireless
message, comprising:
modulating symbols of a wireless message using a modu-
lation table comprising an array of integer Nstates
modulation states, the Nstates including integer Namp
amplitude levels and integer Nphase phase levels, a
particular one iNstates of the Nstates modulation states
being defined by an amplitude level iNamp and a phase
level jNphase;
wherein modulating each symbol of the wireless message
according to the corresponding amplitude level and
phase level of the states of the modulation table; and
transmitting the modulated symbols from a first device to

a second device, wherein the modulation table has one

or more properties selected from the following group:

viii. the modulation table is configured to violate square
symmetry;

ix. the modulation table is non-square;

x. Namp is not equal to Nphase;

xi. a number of rows or a number of columns differs in
the modulation table before and after a 90° rotation
of the table;

xii. one or more of the states has been declared invalid
and not used for modulation;

xiii. Nstates is an integer other than a power of 2;

xiv. the amplitude levels or phase levels are spaced
apart nonuniformly;

wherein Nstates equals an integer power of 2 plus an
integer Nextra extra states, and wherein a symbol
modulated according to a first one of the extra states
represents a beginning of a message, and a symbol
modulated according to a second one of the extra states
represents an ending of the message.
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